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\begin{align*}
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Relaxed-memory behaviours

\[
x = y = 0; \\
x = 1; \quad y = 1; \quad r0 = y; \quad r1 = x; \\
r0 = 0, \ r1 = 0 \\
r0 = 0, \ r1 = 1 \\
r0 = 1, \ r1 = 1 \\
r0 = 1, \ r1 = 0
\]
Much confusion!

Subtleties related to relaxed memory have led to bugs in...

• **programming language specifications** [Batty+ POPL’11, Batty+ ESOP’13],

• **deployed processors** [Alglave+ CAV’10],

• **compilers** [Morisset+ PLDI’13, Sevcik+ ECOOP’08], and

• **vendor-endorsed programming guides** [Alglave+ ASPLOS’15].
Axiomatic models

\begin{align*}
x &= 1; & y &= 1; \\
r_0 &= y; & r_1 &= x;
\end{align*}
Axiomatic models

\[
\begin{align*}
    x &= 1; \\
    r_0 &= y; \\
    y &= 1; \\
    r_1 &= x;
\end{align*}
\]
Axiomatic models

\[
x = 1; \quad \text{or} \quad y = 1; \\
r_0 = y; \quad \text{or} \quad r_1 = x;
\]
Axiomatic models

\[
\begin{align*}
x &= 1; \\
r_0 &= y; \\
r_1 &= x;
\end{align*}
\]
Axiomatic models

\[ x = 1; \quad r_0 = y; \quad r_1 = x; \]

\[ y = 1; \]
Axiomatic models

\[ x = 1; \quad r_0 = y; \]
\[ y = 1; \quad r_1 = x; \]
Axiomatic models

\[
\begin{align*}
x &= 1; \\
r_0 &= y; \\
r_1 &= x; \\
y &= 1; \\
x &= 1; \\
r_0 &= y; \\
r_1 &= x;
\end{align*}
\]
Axiomatic models

\[ x = 1; \quad y = 1; \quad r_0 = y; \quad r_1 = x; \]
Axiomatic models

\[ x = 1; \quad r_0 = y; \]
\[ y = 1; \quad r_1 = x; \]
Axiomatic models

\[ \begin{align*}
x &= 1; \\
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\end{align*} \]
Axiomatic models

\[ x = 1; \quad y = 1; \quad r0 = y; \quad r1 = x; \]

\[ W \ x=1 \quad R \ y=1 \quad W \ y=1 \quad R \ x=0 \]

\[ W \ x=1 \quad R \ y=0 \quad W \ y=1 \quad R \ x=1 \]
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\[ SC \ ✔ \]

\[ SC \ × \]
Axiomatic models

\[
x = 1; \\
y = 1; \\
r_0 = y; \\
r_1 = x;
\]
Axiomatic models

\[
x = 1; \quad y = 1; \quad r_0 = y; \quad r_1 = x;
\]

x86 ✓ SC ✓

x86 ✓ SC ×
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The Alloy Constraint Solver

```alloy
open .../sw/c11_nafence[E] as M1
open .../sw/c11_simp[E] as M2

sig E {}

pred gp [X : Exec_C] {

  // Prefer solutions with total sb per thread
  total_sb[X]

  // ignore RMWs
  no_RMWs[X]

  // The execution is forbidden in M1
  not(M1/consistent[X])
  //M1/dead[X]

  // The execution is allowed (and not faulty)
  M2/consistent[X]
}

run gp for 1 Exec, 5 E, 3 Int
```
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Comparing "strong release-acquire" to original release-acquire

Taming Release-Acquire Consistency

Ori Lahav  Nick Giannarakis  Viktor Vafeiadis

Institute for Software Systems (MPI-SWS), Germany
Comparing Nienhuis et al.'s C++ variant to the original

- Cf. Nienhuis et al. (OOPSLA '16):
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• Cf. Nienhuis et al. (OOPSLA '16):

\[
\begin{align*}
C_{RLX} y &\quad 4/5 \\
\downarrow &\quad sb \\
F_{REL} &
\end{align*}
\]

\[
\begin{align*}
C_{REL} y &\quad 2/3 \\
\downarrow &\quad sb \\
W_{RLX} y &\quad 4
\end{align*}
\]

\[
\begin{align*}
C_{REL} x &\quad 2/3 \\
\downarrow &\quad sb \\
W_{SC} x &\quad 4
\end{align*}
\]

\[
\begin{align*}
C_{REL} x &\quad 4/5 \\
\downarrow &\quad sb \\
F_{AR} &
\end{align*}
\]

\[
\begin{align*}
C_{RLX} y &\quad 4/5 \\
\downarrow &\quad sb \\
W_{RLX} x &\quad 1
\end{align*}
\]

\[
\begin{align*}
C_{REL} y &\quad 2/3 \\
\downarrow &\quad sb \\
W_{RLX} y &\quad 4
\end{align*}
\]

\[
\begin{align*}
C_{REL} x &\quad 2/3 \\
\downarrow &\quad sb \\
W_{SC} x &\quad 4
\end{align*}
\]

\[
\begin{align*}
C_{REL} x &\quad 4/5 \\
\downarrow &\quad sb \\
F_{AR} &
\end{align*}
\]

\[
\begin{align*}
C_{RLX} y &\quad 4/5 \\
\downarrow &\quad sb \\
W_{RLX} x &\quad 1
\end{align*}
\]
Comparing Batty et al.'s C++ variant to the original
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atomic_int x=0,y=0;
x.store(1,RLX);

r0=x.cas(1,2,SC,RLX);
r1=y.load(SC);
y.store(1,SC);
r2=x.load(SC);
r0==true && r1==0 && r2==1

atomic_int x=0,y=0;

x.store(1,RLX);

r0=x.cas(1,2,SC,RLX);
r1=y.load(SC);
y.store(1,SC);
r2=x.load(SC);
r0==true && r1==0 && r2==1
Does C++ allow "linearisation"?
Does C++ allow "linearisation"?

Common Compiler Optimisations are Invalid in the C11 Memory Model and what we can do about it
Is AMD's OpenCL compiler mapping sound?
Is AMD's OpenCL compiler mapping sound?

\[ a: C_{AR, WG} x 0/1 \]

\[ b: W_{REL, DV, REM} x 2 \]

\[ \left( x \mapsto 0 \right) fet x \left( x \mapsto_{vd} 0 \right) \]

\[ \left( x \mapsto_{vc} 0 \right) C x 0/1 \left( x \mapsto_{vd} 1 \right) \]

\[ \left( x \mapsto_{vc} 1 \right) flu x \left( x \mapsto_{vo} 2 \right) \]

\[ \left( x \mapsto_{vo} 0 \right) Lk x \left( x \mapsto_{L} 0 \right) \]

\[ \left( x \mapsto_{vo} 2 \right) InvA \left( x \mapsto_{vo} 2 \right) \]

\[ \left( x \mapsto_{L} 0 \right) Flu \left( x \mapsto_{L} 0 \right) \]

\[ \left( x \mapsto_{L} 0 \right) W x 2 \left( x \mapsto_{L} 0 \right) \]

\[ \left( x \mapsto_{L} 0 \right) Uk x \left( x \mapsto_{L} 0 \right) \]
Checking and fixing an OpenCL/PTX compiler mapping

- PTX MCM proposed by Alglave et al. (ASPLOS '15)
- "Obvious" OpenCL/PTX mapping is invalid
- Manually revise PTX MCM (to obtain "PTX2")
- Now mapping is valid
- Run litmus tests that distinguish PTX/PTX2 against GPU hardware to validate PTX2
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